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Pour cette partie Filebeat est l’outil clé pour la supervision d'une machine Ubuntu dans le 
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C’est quoi Filebeat  

Filebeat est un outil de collecte de logs léger qui fait partie de la suite Elastic Stack. Son rôle 

principal est de lire et d'envoyer des fichiers de logs à des destinations comme :  

• Elasticsearch pour indexer et rechercher les données, 

• Logstash pour un traitement et une transformation supplémentaire, 

 

Filebeat agit comme une "sonde" qui surveille les fichiers logs et transmet les nouvelles 

entrées dès qu'elles apparaissent. 

Pourquoi utiliser Filebeat ? 

Dans notre projet, Filebeat est utilisé pour ingérer des logs des services déployés : 

• Notre projet implique la configuration de services comme Elasticsearch, Kibana ou 

Logstash, Filebeat peut superviser leurs fichiers de logs et les intégrer dans la 

plateforme Elastic pour : 

o Suivre la performance et la disponibilité des services, 

o Détecter les erreurs ou comportements anormaux rapidement. 

 

Filebeat est conçu pour collecter et centraliser les fichiers logs d'une machine. Ces logs 

contiennent des informations cruciales pour la supervision, comme : 

• Les erreurs système ou d'application. 

• Les connexions SSH (tentatives de connexion réussies ou échouées). 

• Les changements d'état des services. 

• Toute activité suspecte ou anormale. 



En configurant Filebeat sur une machine Ubuntu, je peux surveiller en temps réel tous ces 

événements et les transmettre à Elasticsearch pour une analyse approfondie via Kibana. 

Installation et configuration de Filebeat  

 

Configuration de Kibana (setup.kibana) : 

Le bloc setup.kibana est utilisé pour intégrer Filebeat à Kibana. 

Il permet de charger des tableaux de bord prédéfinis (dashboards) pour visualiser 

facilement les données collectées et d’assurer que les données envoyées par Filebeat sont 

accessibles dans Kibana via une interface utilisateur. 

sudo nano /etc/filebeat/filebeat.yml 

Dans /etc/filebeat/filebeat.yml : 

 

 



 

Grâce à cette configuration, tu pourras afficher les logs collectés par Filebeat directement 

dans Kibana sous forme de graphiques ou de tableaux de bord, facilitant ainsi la supervision 

de ta machine Ubuntu.  

 

Ensuite activer le module system de Filebeat. Ce module est conçu pour collecter des 

journaux spécifiques avec la commande sudo filebeat modules enable system 

Puis lister tous les modules disponibles pour Filebeat et leur état avec la commande 
sudo filebeat modules list.  

 

Cette commande configure les pipelines nécessaires dans Elasticsearch pour interpréter et 

traiter correctement les données collectées par le module system. Elle prépare également 

les tableaux de bord prédéfinis pour Kibana. 



 

 

Supervision et analyse de la machine Ubuntu 

Sur l’interface, nous avons un tableau de bord dans Kibana à partir des logs collectés par 
Filebeat et montrent une supervision fonctionnelle et bien configurée. 

 

 



Anomalies identifiées : 

1. Erreur d'intégration de la souris VirtualBox: 
a. Message: "Isbinput error: eventfd VirtualBox mouse integration: client 

bug: event processing lagging behind by 87ms, your system is too slow" 
b. Interprétation: Ce message indique clairement un problème avec 

l'intégration de la souris VirtualBox dans votre système. 
2. Fluctuations importantes des métriques: 
a. Message: "Non-zero metrics in the last 30s" 
b. Interprétation: Bien que ce message indique simplement qu'il y a eu des 

changements dans les métriques, des fluctuations importantes et répétées 



pourraient signaler un problème sous-jacent, comme une fuite de mémoire ou 
une charge élevée sur le processeur. 

 
 

1. Syslog Events by Hostname 

Graphique des événements Syslog par intervalle de temps : 

Description :  

Ce graphique illustre le volume d'événements Syslog enregistrés toutes les 30 secondes sur 

le système. 

 

 

Données visibles : 

L'hôte principal générant ces événements est nommé rt-mv. 

On observe des variations dans l'intensité des logs, avec des pics (par exemple, vers 

16:36:00). 

Interprétation : 

Les pics indiquent des périodes d'activité élevée du système ou des événements significatifs. 

Ces événements peuvent inclure : 

Connexions SSH ou sudo (commandes administratives). 

Changements système critiques (exemple : démarrage/arrêt de services via 

systemd). 

Activité utilisateur ou activité d'applications (exemple : logstash collectant les 

journaux). 

À surveiller : 

Si ces pics sont inattendus ou se répètent sans raison, ils peuvent indiquer un 

problème (exemple : tentatives de connexion non autorisées ou surcharge système). 

 

 

 

 

 

 

2. Syslog Hostnames and Processes (Diagramme circulaire) 

Répartition des processus générant des logs : 



• Description : Ce diagramme montre les principaux processus ayant émis des logs sur 

le système supervisé (rt-mv). 

 processus identifiés : 

▪ Logstash (24.37%) : Collecte et traitement des journaux. 

▪ Systemd (35.84%) : Gère les services et le démarrage/arrêt du 

système. 

▪ Autres processus mineurs (restent dans les 39.79%). 

Interprétation : 

Une grande part des événements est liée à systemd, ce qui est normal pour un système en 

fonctionnement. Cela peut inclure des redémarrages de services ou des journaux de 

gestion. 

La présence de logstash confirme que mon pipeline de collecte des données fonctionne 

bien. 

À surveiller : 

Des processus inhabituels dans cette liste pourraient signaler des logiciels 

indésirables ou des activités anormales. 

Si systemd génère trop d'événements, cela peut indiquer des services instables ou 

en boucle de redémarrage. 

 

3. Syslog Logs Table (Journal détaillé) 

Données détaillées des logs : 

Description : Cette table fournit des informations précises sur chaque événement Syslog. 

Interprétation : 

Cette vue est essentielle pour enquêter sur des problèmes spécifiques : 

Identifier les erreurs critiques (exemple : un service qui ne démarre pas). 

Suivre les commandes sudo ou les tentatives de connexion SSH. 

Analyser les logs liés à des processus-clés comme systemd. 

À surveiller : 

Les erreurs ou avertissements récurrents dans les messages. 

Les logs inattendus ou générés par des processus inconnus. 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

C’est quoi Metricbeat  

Metricbeat est un agent léger qui collecte des métriques à partir de systèmes 
d'exploitation, de conteneurs, de bases de données et d'autres services, puis les 
envoie vers Elasticsearch (ou d'autres destinations comme Logstash). Ces métriques 
comprennent des données telles que : 

• L’utilisation du CPU, de la RAM et du disque. 
• Les statistiques réseau (débit, latence). 
• Les métriques spécifiques aux services (par exemple : états des conteneurs 

Docker, métriques Apache, MySQL, etc.). 
 



Installation et configuration de Metricbeat  

 



Analyse de Metricbeat : 

un tableau de bord généré par Metricbeat, un agent léger pour la collecte de métriques. Il 

fournit une vue instantanée de l'état de votre système ou de votre infrastructure. 

Décomposition des indicateurs clés : 

• Nombre d'hôtes : 1 

o Indique qu'un seul hôte est surveillé par Metricbeat. 

• Utilisation du CPU : 38,25% 

o Le processeur est utilisé à moins de la moitié de sa capacité, ce qui suggère 

qu'il y a encore de la marge pour des charges de travail plus importantes. 

• Utilisation de la mémoire : 93% 

o La mémoire est presque saturée. Il est important de surveiller de près 

l'évolution de cette métrique pour éviter des ralentissements ou des 

plantages dus à un manque de mémoire. 

• Disque utilisé : 77,314% 

o L'espace disque est également presque plein. Il est recommandé de libérer 

de l'espace ou d'augmenter la capacité de stockage. 

• Trafic entrant : 1,6KB/s 



o Le trafic entrant est faible, ce qui peut indiquer une activité réseau réduite. 

• Trafic sortant : 29,6GB/s 

o Le trafic sortant est important, ce qui suggère que l'hôte est en train de 

transférer de grandes quantités de données vers d'autres systèmes. 

• Top hôtes par utilisation du CPU et de la mémoire 

o Ces graphiques indiquent que l'hôte surveillé est celui qui consomme le plus 

de ressources CPU et mémoire. 

Interprétation générale et recommandations : 

Mémoire et disque presque saturés : Il est essentiel d'identifier les processus ou les 

applications qui consomment le plus de ressources et de prendre les mesures nécessaires 

pour les réduire ou les libérer. Cela peut impliquer de : 

Arrêter des processus inutiles 

Augmenter la capacité de mémoire 

Libérer de l'espace disque en supprimant des fichiers inutiles 

Optimiser les applications 
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